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Abstract:  

In this work describes the algorithm developed based on information measurement criteria for 

evaluating the importance of objects. This algorithm is aimed at selecting informative symbols 

by determining the degree of similarity of objects. Based on the similarity coefficient and 

important information indicators, the differences between class objects are analyzed and the 

data volume is optimized. This approach has been proposed as an effective tool that can be 

applied in the fields of machine learning and data processing. 
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I. Introduction 

Today, with the rapid development of information technologies, the issues of object 

recognition and their classification are taking an important place in many fields. From security 

systems to medical diagnostics, industrial automation and many processes based on artificial 

intelligence continue to depend on the quality of object recognition. Especially when working 

with a large amount of data, there is a growing need to make effective decisions based on the 
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identification of important features of objects and the identification of mutual hidden laws 

between them [1, 2, 3, 4] . 

The use of information measurement criteria to evaluate the importance of objects is important 

in improving the efficiency of such systems. Information measures are mathematical criteria 

and algorithms developed to determine the degree of similarity between objects, and these 

criteria help to identify the main characteristics and informative features of objects. In the 

study, the issues of classification of class objects according to the level of similarity and 

selection of their characteristic features were considered using information measurement 

criteria. 

Determining the degree of similarity of objects is an important task in many practical fields. 

For example, in medicine, there is a need to compare different images in the diagnosis of 

diseases, and in industry, there is a need to automatically classify products or identify faults. 

In these processes of objects important informative signs choose not only system efficiency 

increases , perhaps analysis to do also speeds up the process. That's why for of objects to 

himself characteristic and their informative signs to determine algorithms analysis systems 

basis is considered 

 

II. Main part 

This is it in research objects between similarity level to determine through informative 

characters choose algorithms work released of objects importance in determining information 

measure criteria use through class of objects to himself special signs sure to determine and 

them classification opportunity was created . Information measure criteria of objects which 

features their in identification important role to play evaluation enable gives 

This of approach important aspects one is that it is big in volume data with at work the most 

necessary characters Select information flows optimizes . For example , various properties 

have objects from among only the most the important ones to determine and they are based on 

decision acceptance to do process acceleration opportunity creates This process is especially 

data analysis , artificial intellect and with a car teaching  in technologies big important have 

This is it research at work objects importance information measure criteria based on evaluation 

and informative characters complex of choice efficient algorithm work exit mean caught That 

's it in accordance with this , to solve the evaluation of the degree of similarity of the objects 

of information using the criteria of information measurement of the importance of objects, and 

in this way to develop an algorithm for selecting a set of informative characters is as follows 

done is increased [ 5, 6, 7 ] : 

Suppose we are given two objects of a class 𝑥𝑝𝑖 , 𝑥𝑝𝑘 ∈ 𝑋𝑝in the nominal data space 𝑋𝑝. 

To determine the similarity of these objects in terms of nominal characters, 

𝜇(𝑥𝑝𝑖 , 𝑥𝑝𝑘) =  (𝜇1(𝑥𝑝𝑖 , 𝑥𝑝𝑘), 𝜇
2(𝑥𝑝𝑖 , 𝑥𝑝𝑘), … , 𝜇

𝑁(𝑥𝑝𝑖 , 𝑥𝑝𝑘))we enter a Boolean vector and its 

components are formed based on the following: 
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𝜇𝑗(𝑥𝑖, 𝑥𝑘)  = {
1   if         𝑥𝑖

𝑗
= 𝑥𝑘

𝑗
, 𝑗 = 1,𝑁.

 
0 else.

 

where 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘) = 1, if the two corresponding object components 𝑥𝑖
𝑗
= 𝑥𝑘

𝑗
are equal to each 

other, otherwise 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘) = 0. So, for the optional two objects of the study sample 

𝜇(𝑥𝑖 , 𝑥𝑘)vector can be defined as one-valued. 

by the size of 𝑥𝑝𝑖 , 𝑥𝑝𝑘these objects 𝜘(𝑥𝑝𝑖 , 𝑥𝑝𝑘) = ∑ 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘)
𝑁
𝑗=1 . This quantity 

𝑥𝑝𝑖 , 𝑥𝑝𝑘indicates the number of identical components of objects. It is determined by the degree 

of similarity of both objects 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘)and it is calculated as a percentage 

𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) =
𝜘(𝑥𝑝𝑖,𝑥𝑝𝑘)∗100%

𝑁
. 

such 𝛿 number that there is 𝑋̃𝑝a degree of similarity between objects of the newly formed class 

∀𝑥𝑝𝑖 , 𝑥𝑝𝑘: 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) ≥ 𝛿. 

That is𝑋̃𝑝 =  {∀𝑥𝑝𝑖 , 𝑥𝑝𝑘: 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) ≥  𝛿 be greater than the number, 𝑖 ≠ 𝑘, 𝑝 = 1, 𝑟̅̅ ̅̅ } that 

is, finding a solution to the above-mentioned problem (3.1) provides a solution to the problems 

of determining the degree of similarity of class objects and choosing a set of informative 

symbols. The solution only 𝑋𝑝applies to class objects. The meaning of this mathematical 

expression is the degree of similarity between the objects of each class being formed, 

regardless of how many of them there are. 𝛿not less than the number 𝜆 ∈ Λℓrequired in the set. 

As a result, class objects are formed on demand and a set of informative characters is selected. 

should not be less than the given number 𝛿. 

Suppose that two objects of class 𝑋𝑝and 𝑋𝑞are differentiating𝝀 which provides selection of 

vector components 𝑱(𝝀, 𝑋𝑝, 𝑋𝑞)let the criterion be given. Given 𝑁- dimensional character 

space such thatℓ (ℓ ≪ 𝑁)to the dimensional space so that the objects of two classes are clearly 

distinguished from each other in the resulting space of symbols. 

To solve this problem, we introduce the following definitions: 

1. -  𝑰(𝝀, 𝑋𝑝)the average of the similarity levels between all objects of the class with respect 

to the vector , 𝑋𝑝through this function ;𝝀 

𝟐. - 𝑰(𝝀, 𝑋𝑞)the average of the mutual similarity levels of all objects of the class with respect 

to the vector 𝑋𝑞through the functional ;𝝀 

3 .  𝑰(𝝀, 𝑋𝑝, 𝑋𝑞)let's determine the average of the closeness between the objects of the classes 

through the criterion .𝑋𝑝 va 𝑋𝑞 

 

Algorithm for selecting a set of informative symbols based on the criterion of information 

measurement of the importance of objects 

Below we propose an algorithm based on the evaluation of the importance of information in 
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the process of selecting variables or features. Such algorithms are mainly used in the fields of 

data analysis, artificial intelligence, data processing and statistical modeling. 

 

The main steps of this algorithm can be as follows: 

Step 1. The data will be analyzed. First, the existing database is analyzed. In this process, the 

type, size and quality of data are taken into account. So ,  𝑁- in the dimension space 𝑥𝑖 ∈ 𝑋, 

𝑖 = 1,𝑀,̅̅ ̅̅ ̅̅ objects are given. In this case, 𝑥𝑖 = (𝑥𝑖
1, 𝑥𝑖

2, … , 𝑥𝑖
𝑁), 𝑖 = 1,𝑀,̅̅ ̅̅ ̅̅ the objects are divided 

into clusters, which 𝑁belong to one of the classes in the - dimensional character space . 𝑋𝑝Each 

class 𝑚𝑝consists of 𝑋 = ⋃ 𝑋𝑝
𝑟
𝑝=1 objects 𝑥𝑝1, … , 𝑥𝑝𝑚𝑝 . Usually, in this step, the data is pre-

processed. 

Step 2. In this step, first, a criterion for determining the degree of similarity of objects 

is used, in which a boolean vector is used to determine the similarity of objects 

𝜇(𝑥𝑝𝑖 , 𝑥𝑝𝑘) =  (𝜇1(𝑥𝑝𝑖 , 𝑥𝑝𝑘), 𝜇
2(𝑥𝑝𝑖 , 𝑥𝑝𝑘), … , 𝜇

𝑁(𝑥𝑝𝑖 , 𝑥𝑝𝑘)): 

𝜇𝑗(𝑥𝑖, 𝑥𝑘)  = {
1   if         𝑥𝑖

𝑗
= 𝑥𝑘

𝑗
, 𝑗 = 1,𝑁.

 
0 else.

 

where 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘) = 1, if the two corresponding object components 𝑥𝑖
𝑗
= 𝑥𝑘

𝑗
are equal to each 

other, otherwise 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘) = 0. Then, the criterion for evaluating the character size is 

calculated. In this case, the coefficient of similarity of objects is determined 𝜘(𝑥𝑝𝑖 , 𝑥𝑝𝑘) =

∑ 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘)
𝑁
𝑗=1 by size 𝑥𝑝𝑖 , 𝑥𝑝𝑘. It is determined by the degree of similarity of 

𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘)both objects 𝑥𝑝𝑖 , 𝑥𝑝𝑘and it is calculated as a percentage 

𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) =
𝜘(𝑥𝑝𝑖,𝑥𝑝𝑘)∗100%

𝑁
. 

A number is given by which 𝑋̃𝑝class 𝛿 objects are formed. Let ∀𝑥𝑝𝑖 , 𝑥𝑝𝑘: 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) ≥ 𝛿it be. 

Yes𝑋̃𝑝 = {∀𝑥𝑝𝑖 , 𝑥𝑝𝑘: 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘) ≥ 𝛿 be greater than the number, 𝑖 ≠ 𝑘, 𝑝 = 1, 𝑟̅̅ ̅̅ } class is 

formed. 

 

Step 3. A set of informative symbols is defined. The most important and influential characters 

were selected from the data. This process is done by sorting the data according to various 

measurement criteria. Here is the following 

{
 
 

 
 𝑋̃𝑝 = {∀𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆: 𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆) ≥ 𝛿 , 𝑖 ≠ 𝑘, 𝑝 = 1, 𝑟

̅̅ ̅̅ }

𝜆 ∈ Λℓ = { 𝜆:∑𝜆𝑗
𝑁

𝑗=1

= ℓ ,   𝜆𝑗 ∈ {0,1}, 𝑗 = 1,𝑁̅̅ ̅̅ ̅}
 

the optimization problem is solved. Here 𝜘(𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆) = ∑ 𝜇𝑗(𝑥𝑝𝑖 , 𝑥𝑝𝑘)
𝑁
𝑗=1 𝜆𝑗, 

𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆) =
𝜘(𝑥𝑝𝑖,𝑥𝑝𝑘,𝜆)∗100%

𝑁
. So, such a vector 𝜆 should be chosen, in which the number 
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of classes is reduced, 𝑋̃𝑝 the similarity between class objects is given 𝛿 The 

dan kam bo‘lmasligi kerak.detected 𝜆 vector components provide a set of informative 

symbols. For example, we can use the complete selection algorithm to find this solution. 

 

Step 4. Evaluation and selection of characters is carried out. Based on the selected criteria, the 

importance of the signs is evaluated. In this step, statistical methods and data analysis 

algorithms are used. Typically, the following optimization problem is solved. 

{
  
 

  
 
𝜈(𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆) = max

𝜆∈Λℓ
∑ ∑

𝜘(𝑥𝑝𝑖 , 𝑥𝑝𝑘 , 𝜆) ∗ 100%

𝑁

𝑚𝑝

𝑘=𝑖+1

𝑚𝑝

𝑖≠𝑘=1

 

𝜆 ∈ Λℓ = { 𝜆:∑𝜆𝑗
𝑁

𝑗=1

= ℓ ,   𝜆𝑗 ∈ {0,1}, 𝑗 = 1,𝑁̅̅ ̅̅ ̅} .

 

The obtained scientific and practical results are used to find solutions to specific problems. 

Based on the selected characters, the data is analyzed and used in modeling. The block diagram 

of the above algorithm is given below (see Figure 1).  

 

 
Figure 1 . Algorithm for selecting a set of informative symbols based on the criterion 

of information measurement of the importance of objects 

III. Summary 

According to the results of the research, the selection of informative signs with the help of 

algorithms for evaluating the importance of objects based on information measurement criteria 

allows to increase the efficiency of systems. In this case, the similarity coefficients between 

class objects are calculated and a set of informative characters is selected, which allows to 

reduce the volume of information flows and simplify analysis processes. This is the approach 

systems optimization and of resources efficient to use help gives 
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Research at work classes between of objects similarity coefficient and differences to determine 

through of information the most important signs choose opportunity was created . Of this as a 

result data volume optimized only necessary and useful information part separate get of the 

process to criteria based on algorithm work developed This algorithm application reach 

through one by one field information analysis to do and them again at work big important have 

, especially this artificial intellect and with a car teaching algorithms work exit in the fields of 

systems speed and accuracy such as qualities efficiency in raising important importance 

occupation is enough 
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